Title: Memory and the statistical structure of the world
When: Monday, October 20, 2014 from 3pm – 4pm
Where: Paige Hall, Terrace Room

Abstract: When do we modify old memories, and when do we create new ones? I propose that this question is fundamentally linked to our inferences about the latent structure of the world: we create new memories when we infer that our observations are generated by unfamiliar latent causes. I present a computational theory of latent causal inference, and discuss how this viewpoint has wide-ranging implications for how we understand classic learning phenomena, such as Pavlovian conditioning and episodic memory. New experiments with rats and humans confirm some of the predictions of this theory. The link between memory and latent structure may potentially reshape how we think about "disorders of pathological memory" such as PTSD and addiction.
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